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Abstract 
When phage infect their bacterial hosts, they may either lyse the cell and generate a burst of new phage, or lysogenize the bacterium, 
incorporating the phage genome into it. Phage lysis/lysogeny strategies are assumed to be highly optimized, with the optimal tradeoff 
depending on environmental conditions. However, in nature, phage of radically different lysis/lysogeny strategies coexist in the same 
environment, preying on the same bacteria. How can phage preying on the same bacteria coexist if one is more optimal than the other? 
Here, we address this conundrum within a modeling framework, simulating the population dynamics of communities of phage and 
their lysogens. We find that coexistence between phage of different lysis/lysogeny strategies is a natural outcome of chaotic population 
dynamics that arise within sufficiently diverse communities, which ensure no phage is able to absolutely dominate its competitors. 
Our results further suggest a bet-hedging mechanism at the level of the phage pan-genome, wherein obligate lytic (virulent) strains 
typically outcompete temperate strains, but also more readily fluctuate to extinction within a local community. 
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Phage—viruses that infect bacteria—are subject to strong evo-
lutionary pressures. One optimization axis is the lysis–lysogeny 
decision phage face when infecting a bacterium. Upon infection, 
phage can either lyse the bacterium, generating a burst of phage 
progeny, or lysogenize it, incorporating the phage genome into 
the bacterium. The resulting lysogen is generally immune to 
subsequent infection by the same class of phage [1, 2]. 

Obligate lytic phage, such as Escherichia coli phage T4, never 
lysogenize their bacterial hosts; temperate phage, such as the 
E. coli phages λ and P1 and the Vibrio cholerae phage CTXϕ, can  
perform either lysis or lysogeny upon infection [3]. The optimal 
lysis/lysogeny tradeoff depends on environmental conditions [4, 
5]: given abundant susceptible bacteria, phage do better by per-
forming lysis; when these bacteria are scarce, phage are better off 
lysogenizing their hosts [6]. However, lytic and temperate phage 
that prey on the same bacteria coexist with one another [7, 8]. 
How can they coexist if one is more optimal than the other? 

Explanations for the coexistence of competing species gener-
ally rely on the idea that different species have different ecological 
niches, e.g. in terms of resources or space [9, 10]. In contrast, 
here we show that naturally arising chaotic population dynamics 
are sufficient for the coexistence of obligate lytic and temper-
ate phage. These dynamics arise only within sufficiently diverse 
communities and are absent when a single obligate lytic and 
temperate strain compete. 

We consider Nc phage classes preying on a single bacterial 
species (Fig. 1). Lysogens are immune to reinfection by a phage of 

the same class. Each phage population density Pcf is indexed by 
its immunity class c and strain f , i.e. the fraction of its infections 
leading to lysogeny. Strains with f = 0 are obligate lytic and have 
no associated lysogens. The population densities of phage Pcf and 
their associated lysogens Lcf change according to (see Fig. 1 for 
parameter definitions and more detail): 
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where Lc = ∑
f Lcf . Equations (1) are a natural simplification of 

more comprehensive models which produce similar results; see 
Supplementary Sections S2 and S3, and  Fig. S1. Although  we  
focus on symmetric systems for simplicity and clarity, our results 
throughout are robust to heterogeneities in all parameters (Figs S3 
and S12). 

When a single obligate lytic strain and a single temperate strain 
compete, one or the other goes extinct depending on whether they 
are of the same or different classes (Fig. S2). However, when mul-
tiple temperate strains compete, we observe sustained chaotic 
dynamics (Figs 2a and S3a; Supplementary Section S4). These 
chaotic dynamics are robust to variations in parameter values and
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Figure 1. Model overview. A pictorial representation of the simplified 
model described by equations (1). Phage of different immunity classes 
are represented by different colors. Here, we disallow double lysogens 
and treat the population of sensitive (non-lysogenic) bacteria as 
negligible (see main text and Supplementary Section S2). Bacteria grow 
at a rate α, and are limited by phage predation rather than resource 
limitation. Phage populations grow through lysis. Phage infect bacteria 
at a rate k, leading to either lysis or lysogeny. Phage strains within a 
class are distinguished by their (fixed) fraction of infections that lead to 
lysogeny, denoted by f . If the phage performs lysis, it creates b new 
copies of the phage and kills the bacterium. Lysogens are immune to 
reinfection by a phage of the same class, and are spontaneously induced 
to undergo lysis at a rate γ . Phage die (or migrate away) at a rate δ, and  
phage that attempt to infect immune lysogens also die. Values for 
parameters are motivated by [11, 12] (see  Supplementary Section S1). 

parameter heterogeneity, with almost no simulations resulting 
in steady-state behavior ( Figs S10, S11, S12). We hypothesized 
that these frequent large variations in populations (or “boom 
and bust” cycles) could lead to an opportunity for obligate lytic 
phage. 

Obligate lytic strains are best able to capitalize on periods 
of phage population growth, outcompeting temperate strains of 
the same immunity class because they turn all bacterial hosts 
they infect into new phage (Fig. 2b; arrow). Indeed, when an 
obligate lytic strain was introduced into the simulations of Fig. 2a, 
it typically dominated over the temperate strain of the same 
class (Fig. 2b). At the same time, both strains persisted at high 
population densities, with little change in the behavior of phage 
of other immunity classes. 

How do temperate phage persist if obligate lytic phage out-
compete them during periods of phage expansion? We carried 
out simulations with three phage immunity classes, each with 
four strains (i.e. different values of f ). We continued to see robust 
coexistence among all strains, and noticed a striking “bunching” 
effect when plotting the ratio of the temperate phage to their 
corresponding lysogen population densities (Fig. 2c). During peri-
ods of growth of a particular phage class, strains with smaller 
lysogeny fractions f typically outcompete those with larger f ; 
however, P/L ratios were all nearly equal at the troughs (Fig. 2c). 
We traced this bunching effect to the induction of lysogens, which 
buffers temperate phage populations against periods of decline. 
To test this explanation quantitatively, we consider the behavior 
of an obligate lysogenic (or “dormant”) phage with f = 1, whose  
dynamics are entirely determined by its respective lysogen. By 
setting dPc1/dt = 0, we find a homeostatic population density for 
the phage, P∗ 

c1, which is approximately proportional to the strain’s 

lysogen population density: 

P∗ 
c1 

Lc1 
= 

bγ 
k Lc + δ 

. (2)  

When the phage population density dips below P∗ 
c1, induction 

restores it back up, and when the phage population density rises 
above P∗ 

c1, phage death pushes it down. Equation (2) predicts 
the population densities of temperate phage at the troughs with 
reasonable accuracy (Fig. 2c); in  fact,  an even further  simplified  
estimate of bγ /δ  only overestimates the minimum population 
density ratios by a factor of ∼2, compared to the overall variation 
in P/L of O

(
109) (We note that the simplified model of equations 

(1) retains a perfect memory of the initial ratios of lysogens of the 
same immunity class because dLcf /dt is independent of f . This fea-
ture is incidental to the observed bunching effect; see Fig. S4.) The 
bunching effect, therefore, implies a population density “floor” for 
the temperate phage, protecting their populations during periods 
of decline. 

In contrast, there is no population density floor for the obligate 
lytic phage, which have no corresponding lysogens, and there-
fore no induction buffering their populations (Fig. 2d). Therefore, 
although obligate lytic strains typically outcompete temperate 
strains, lytic strain population densities occasionally drop to very 
low levels. What then protects obligate lytic strains in nature from 
going extinct over long times? 

In our model, the presence of more competitors leads to more 
stable behavior for all phage, raising the minima of obligate lytic 
strain populations. This effect arises because population minima 
are tied to the magnitude of fluctuations in the sum of the 
resources available to each phage; these fluctuations decrease 
as the number of distinct lysogenic species on which each phage 
can prey is increased (Figs 2e and S5). To explore this effect, we 
consider Nc−1 classes each consisting of a single temperate strain, 
along with a single class with two strains (one obligate lytic and 
other temperate). Although the system dynamics are chaotic, the 
average population density

〈
Pcf

〉
of each phage with one strain in its 

immunity class agrees quantitatively with the steady-state fixed-
point value (see Supplementary Section S5), 

Pss 
cf = α − γ 

k (Nc − 1)
(
1 − f

) , (3)  

i.e. the non-zero solution to dP/dt = dL/dt = 0 (Fig. 2f). The average 
of the obligate lytic phage population density is also reasonably 
well predicted by equation (3) with  f = 0, despite the presence of a 
temperate strain of the same immunity class (Fig. 2f). The obligate 
lytic population density is on average orders of magnitude larger 
than that of the temperate phage in its immunity class, but only 
slightly smaller than the population densities of temperate phage 
of other immunity classes, as predicted by equation (3). Also as 
predicted by equation (3), as Nc is increased, the average popu-
lation density of each strain decreases; however, the minimum 
population density of each strain increases and then plateaus with 
increasing Nc (Fig. 2f, inset). Thus, extinction becomes less likely 
in communities consisting of more phage immunity classes. 

Our model makes several experimentally testable predictions. 
These can be tested with a community of several phage immu-
nity classes, created following e.g. reference [2]. First, we predict 
chaotic population fluctuations when a sufficient number of 
phage of different immunity classes are placed within a chemo-
stat with dilution rate slower than the phage-induced death rate 
of lysogens. Second, introducing an obligate lytic phage in the
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Figure 2. Population dynamics of coexisting obligate lytic and temperate phage. (A) Competition among multiple temperate phage classes (Nc = 3) 
leads to chaotic dynamics. (B) Chaos allows obligate lytic and temperate phage to coexist, with obligate lytic strains typically dominating over 
temperate strains of the same class. Arrow points to a growth period of phage of immunity class 1 (blue). (C) Simulation of Nc = 3 phage immunity 
classes each with one obligate lytic strain and three temperate strains; all strains coexist together. Here, temperate phage population densities are 
plotted normalized by their respective lysogen population density. In periods of growth of a particular phage immunity class, the more lytic strains 
dominate, but phage-to-lysogen population density ratios “bunch” together at troughs, with a population density floor predicted by equation (2) (black  
dashed line). (D) Plot of population densities (rather than population density ratios) of simulation shown in (C). In order to compare the temperate 
phage population density floor with a population dip of an obligate lytic phage which lacks such a floor (arrow), lysogens of different strains of the 
same class were initialized with equal population densities (and remain equal indefinitely; see Fig. S4). (E) Increasing the number of phage classes 
(here to Nc = 6) generally leads to smaller population density variation. (F) Summary statistics across 50 simulations, each for 2000 generations. Each 
simulation competes Nc − 1 immunity classes, each consisting of a single temperate strain (purple), along with a single class with two strains: One 
obligate lytic (light blue), one temperate (dark blue). The steady-state fixed-point solutions for the phage population densities (equation (3); dashed 
curves) agree well with the average of the chaotic trajectories. Average phage population densities decrease with Nc (main figure, scatter plot) whereas 
minimum population densities increase with Nc (inset, violin plot). Simulations for Nc = 2 in which the obligate lytic phage fluctuated to extinction 
were excluded. 

same immunity class as one of the temperate phages will lead 
to a substantial (albeit finite) decrease of the latter’s population, 
with little effect on the behavior of the phage in other immunity 
classes. Third, obligate lytic phage will reach lower population 
minima than temperate phage. Finally, we predict that whereas 
the average phage populations will decrease with increased num-
ber of immunity classes Nc, the minimum phage populations 
taken over a long enough window will actually increase with Nc. 

To address the robustness of these predictions to our simplify-
ing approximations, we construct extensions of our model to more 
realistic systems including sensitive bacteria and double lysogens 
(Figs S6 and S7), heterogeneous lysogeny probabilities (Fig. S3b-c), 
obligate lytic phage with no temperate strain of the same immu-
nity class (Fig. S3d), and a finite lysis time and coinfection-induced 
lysogeny [13, 14] (Fig. S8), all of which yield the same qualita-
tive behavior. Finally, although we have focused on ecological 
dynamics in the absence of mutations, we expect our results to 
hold in laboratory experiments. Whereas bacterial populations 

can in some cases rapidly develop phage-resistant mutations, 
these are typically followed by compensatory mutations in the 
phage [15, 16]. Furthermore, resistance mutations typically carry 
a cost to bacteria such that they do not always arise in natural 
populations containing multiple phage strains [17]. In particular, 
the presence of other competing bacteria could thus restrict 
the survival of bacteria with costly phage-resistance mutations. 
Similarly, although phage can over time evolve to infect new 
hosts, we expect these evolutionary dynamics to be much slower 
than the ecological dynamics considered here [18]. Nevertheless, 
further studies modeling simultaneous time-dependent ecolog-
ical dynamics and evolution may fruitfully reveal interactions 
between these dynamics. 

Contrary to prior work finding, optimal phage strategies survive 
as sub-optimal strategies go extinct [11, 19], our results suggest 
coexistence of different strategies may be commonplace. With a 
single obligate lytic phage strain and a single temperate phage 
strain of different immunity classes (i.e. a model akin to that
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considered in Fig. S2, bottom row), prior work showed static 
steady-state coexistence is possible for certain parameter 
combinations, such as when the obligate lytic phage burst size 
and infection rate are smaller than those of the temperate 
phage [20]; steady-state coexistence was also seen for phage of 
the same immunity class [21]. Our work expands beyond these 
scenarios, finding for multiple classes a qualitatively different 
form of coexistence mediated by chaos. Although in principle, a 
steady-state fixed point can be found as a solution to equation 
(1) (see equation (3)), its basin of attraction is so small that we 
predict any real instantiation of such a system will undergo 
robust chaotic dynamics (see also Supplementary Section S4 
and Figs S10 and S11). Species coexistence mediated by chaotic 
population dynamics has been studied theoretically in other 
contexts including generalized Lotka-Volterra models and has 
been shown to arise from heterogeneities of large systems [10, 22, 
23]; here, chaos arises naturally from the interactions of phage 
with their lysogens and is robust to varying degrees of parameter 
heterogeneity, including a lack thereof (Fig. S12). 

Our results suggest a natural bet-hedging mechanism for 
phage on the pan-genome level. When susceptible bacteria 
are plentiful, obligate lytic strains thrive, while their temperate 
cousins of the same immunity class persist at lower populations. 
When conditions worsen, however, temperate strains can out-
compete obligate lytic strains. Thus, obligate lytic strains, typically 
dominant, would be first to go extinct. Here, the bet-hedging is 
not a product of the behavior of individual organisms, but rather 
a feature of competing strains within a larger, genetically related, 
population. 
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Supplementary Information

Supplemental figures

Figure S1: Comprehensive model overview. A pictoral representation of the full model described by equations (S3).
Phage of different immunity classes are represented by different colors.
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Figure S2: Competition between a single obligate lytic strain and a single temperate strain. We show the results
of competition between a single obligate lytic strain and a single temperate strain of either the same (top row) or
different (bottom row) immunity classes. Both the simplified (left column; equations (1)) and more comprehensive
(i.e. including sensitive bacteria; Eqs. (S3) and (S4); right column) models show that when the two strains are of the
same immunity class, the obligate lytic strain goes extinct, while the temperate strain survives. When the two strains
are of different immunity classes, the obligate lytic phage dominates over the temperate phage as the temperate-phage
lysogens are not immune to the lytic phage. In the comprehensive model, the sensitive strain outcompetes the lysogens
as the former has a slightly higher growth rate, leading the temperate strain in that model to go extinct; in the simplified
model, lysogens survive and so the temperate strain persists as a result of induction. In equations (S3) and (S4) for the
full model, the carrying capacity of bacteria was set to K = 1.
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Figure S3: Trajectories display robust chaotic dynamics. a, Three temperate phage of different immunity classes
were simulated. Then, a second simulation with nearly identical initial conditions was run (initial phage population
densities were set to be 10−13 larger). We plot in blue the distance between the two trajectories of the first immunity
class,

√
(P1,0.2 − P ′

1,0.2)
2. The initial portion of the plot is fit to an exponential, with Lyapunov exponent 6 ×

10−2 (yellow dashed line). That nearby trajectories diverge exponentially is a hallmark of chaotic dynamics. b, c,
Chaotic dynamics persist with heterogeneous lysogeny fractions f , with little qualitative difference from the case of
homogeneous f (Fig. 2a-b). d, Chaotic dynamics are qualitatively unchanged if the obligate lytic strain is not paired
with a temperate strain of the same immunity class. Here, bacteria labeled L1 are non-lysogenic (with induction rate
γ = 0) but are immune to infection by phage P1,0.
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Figure S4: Bunching effect with heterogeneous initial lysogen population densities. a, Simulations performed as
in Fig. 2c-d, i.e. with Nc = 3 phage immunity classes each with one obligate lytic strain and three temperate strains,
but with one difference: here, initial lysogen population densities were chosen randomly over a range of ∼ 2 orders
of magnitude. Since in the simplified model, equations (1), dLc,f/dt is independent of f , the lysogens of different
strains of the same immunity class vary in lockstep together, and the system retains a perfect memory of their initial
population density ratios. b, The bunching effect at phage population troughs is independent of this memory, and
the ratio of the population density of each phage to the population density of its respective lysogen is qualitatively
unchanged compared to Fig. 2c. c, The full model (equations (S3)), which lacks this memory, displays the same
bunching effect; furthermore, the population density floor is quantitatively unchanged from the simplified model, and
is determined by the total population density of each phage strain’s respective lysogens, including both single and
double lysogens.
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Figure S5: Fluctuations decrease with more competing phage strains. a,c, Representative simulations with two
(panel a) or six (panel c) phage immunity classes showing fluctuations in both individual (colors) and overall (black)
population densities. b,d, The same simulations as in panels a and c but with the summed population densities of
all immunity classes but one visualized as distinct colors, demonstrating a decrease in variability with six immunity
classes (panel d) compared to two (panel b).
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Figure S6: Comparison of models with different degrees of simplification. Simulation results are shown for the
simplified model (equations (1), left column), the model including sensitive (i.e. non-lysogenic) bacteria (equations
(S4), middle column), and the full model including both sensitive bacteria and double lysogens (equations (S3), right
column). Each simulation has Nc competing phage immunity classes. One immunity class has both an obligate lytic
strain and a temperate strain, while the other Nc−1 immunity classes have a single temperate strain. Carrying capacity
of bacteria, K, was set to 100 in the middle and right columns.
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Figure S7: Recapitulation of Fig. 2 using a more comprehensive model. All panels as in Fig. 2, using equations
(S3) in place of equations (1). Nc = 2, 3 are not included in panel f as they lead to oscillatory solutions.
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Figure S8: Recapitulation of Fig. 2 incorporating a finite lysis time. All panels as in Fig. 2, using equations (S5)
in place of equations (1). K = 0.2 and k = 1/Nc throughout; see Section S3. In panel c, phage population densities
at time t are compared to lysogens at time t− τ where τ ≈ 2.5 generations is the time delay between phage infection
and lytic burst; see Fig. S14 for ratio of P (t)/L(t). Nc = 2 is not included in panel f as it leads to quasi-oscillatory
solutions. Panel f shows summary statistics across 5 simulations, simulated for 5× 103 generations each.
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S1 Parameters
The values for the parameters used in the model are motivated by Cortes et al. (2019) [1]. Parameters setting the units
for time and population density are the lysogen growth rate α and the infection rate constant k, which are both set to
unity. The induction rate is small compared to the lysogen growth rate: γ = 10−4α. With this value of γ, induction of
one lysogenic offspring will occur roughly 12 generations after lysogeny.

Our parameter choices differ from those of Cortes et al. in three main ways. First, while we consider finite
nutrient conditions (and thus finite bacterial carrying capacities) in Section S2, we simplify the model in the main
text to assume bacterial populations are exclusively limited by phage predation. Second, we assume a higher phage
degradation rate than Cortes et al. by setting δ = α, accounting for both phage degradation and migration out of the
local environment.

The third way our parameter choices differ from those of Cortes et al. regards the lysis time. Once a phage decides
to undergo lysis, it creates many new phage virions. This process takes a significant amount of time, of the same order
as a typical bacterial generation time. For example, phage λ has a period of ∼ 50 minutes between infection and lysis
of its E. coli host, roughly 2.5 times as long as the doubling time of E. coli in the same experiment (20 minutes) [2].
Below, we describe how a model with zero delay and a small burst size leads to the same overall phage growth rate as
a model with a finite delay and larger burst size.

To model a finite lysis time explicitly, we could in principle modify equation (1) into a delay differential equation
with a delay time τ :

dPc0(t)

dt
= k(bτ − 1)Pc0(t− τ)

∑
c′ ̸=c

Lc′(t− τ)− δPc0(t), (S1)

where for simplicity, we have considered the obligate lytic phage (f = 0), and assumed it is the only strain in
immunity class c. We have denoted the burst size in this model by bτ to distinguish it from the burst size in the model
with τ = 0. Also for simplicity, we approximate the total lysogen population density susceptible to our strain of
interest by a constant, L. We then have:

dPc0(t)

dt
= k(bτ − 1)LPc0(t− τ)− δPc0(t). (S2)

The solution to this equation approaches an exponential for large t. Keeping all other parameters equal (here we
use L = 0.2), we find that the solution for finite τ is well-approximated by a model with τ = 0 and a smaller burst size
b ≡ b0. The dependence of b on the time-delayed burst size bτ and the length of the delay τ is shown in Fig. S9a. For
realistic parameters, τ = 51 min and bτ = 170 [2], we obtain an equivalent model with τ = 0 and burst size b = 13
(rounded up from a best-fit value of 12.5). This simplified model with τ = 0 gives a very good approximation to the
results with a finite value of τ and a larger burst size, as shown in Fig. S9b. For the results of a model with finite lysis
time and a corresponding large burst size, see Section S3.

Figure S9: A model with zero lysis time and a small burst size quantitatively approximates one with a finite lysis
time and a larger burst size. a, As a function of the true burst size bτ for a given lysis time τ , the best-fit burst size
for a model with zero lysis time, b0, is shown. b, The solution to the delay-differential equation with τ = 51 min and
bτ = 170 is plotted alongsize the solution with τ = 0 and b0 = 12.5.
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Parameter Symbol Default value Unnormalized units
Infectivity k 1 (tc)−1

Lysogen growth rate α 1 t−1

Phage death rate δ 1 t−1

Induction rate γ 10−4 t−1

Lysogeny fraction f 0.2 None
Burst size b 13 None

Table S1: Parameters and their values (unless specified otherwise). α and k set the units of time and population
density; by setting these to unity, parameters are kept unitless. In the absence of such normalization, units would be
given by the third column, where t represents units of time, and c units of concentration.

The full set of parameters used in our study is given in Table S1. In order to explore the robustness of our results
to changes in these parameters, we performed one-dimensional parameter sweeps, exploring how coexistence and
population density sizes changed in response to parameter variation. We used the Nc = 6 system, and kept all
parameters but one as described in Table S1. One by one, we varied the following parameters: the lysogeny fraction
f of all temperate phage; the lysogeny fraction f of temperate phage sharing an immunity class with an obligate lytic
strain; the infectivity k, the induction rate γ, the burst size b, and the phage death rate δ. The results are shown in Fig.
S10 and demonstrate robustness to parameter changes.

We additionally explored how the nature of coexistence – steady-state, oscillatory, or chaotic – changed as a result
of parameter changes (Fig. S10a). We found robustness of the chaotic behavior observed to parameter changes,
with the apparent exception of δ: varying δ by an order of magnitude in either direction yields oscillatory results for
simulations lasting > 104 generations. To explore this behavior further, we measured the effect of more incremental
changes in δ within this two-order-of-magnitude range, as well as the effect of changing the simulation time; results
are shown in Fig. S11. For each δ and for a given simulation time of T generations, we examined the results in a
window of min{T, 420} generations for evidence of oscillatory behavior, for 9 different initial conditions. Panels b-c
of Fig. S11 show example chaotic trajectories for values of δ varying by nearly two orders of magnitude.

Initial conditions were chosen to be close to the predicted steady-state value while allowing for reasonable varia-
tion, as follows: Given the analytically predicted fixed point (P ⋆, L⋆) in the absence of obligate lytic phage, the initial
conditions were given by multiplying (3P ⋆, L⋆) by a uniformly chosen random number between 0 and 1, and further
multiplying P by a logarithmically chosen random number between 10−1 and 101. The 9 initial conditions used were
kept consistent throughout Fig. S11. This procedure was used to generate initial conditions throughout the manuscript.

Finally, we explored how heterogeneity in the parameters can affect coexistence. Using the same Nc = 6 system,
we varied the parameters b, k, f , and γ randomly – and independently for each phage/lysogen pair – from the general
values in Table S1. We tested 10 random parameter sets at each one of 11 chosen fractional spreads ranging from 1%
variation to 50%. For a given fractional spread σ, parameter values were chosen uniformly from within the range 1±σ
times their default value. Our results, shown in Fig. S12, show robust coexistence in these heterogeneous parameter
systems. With 10% parameter variation, 9/10 simulations showed coexistence of all strains after ∼14,000 generations.
Even with 50% parameter variation, an average of 4 phage strains continue to coexist after ∼14,000 generations.
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Figure S10: One-dimensional parameter sweeps show robustness of model results to parameter changes. We
simulated the Nc = 6 system, with 5 immunity classes each consisting of a single temperate strain, along with a single
class c = 1 with two strains (one obligate lytic, one temperate). Each parameter combination was simulated with 10
random initial conditions, for 104 timesteps (i.e. ∼14,500 generations) each. Panel (a) shows the fraction of strains
coexisting at the end of each simulation, and the nature of the coexistence for each parameter tested (steady state:
red circles; oscillatory: purple squares; chaotic: green stars); panel (b) shows the average population densities. Error
bars show the standard error of the mean. The default parameter values used in the main text are indicated by black
diamonds.

11



Figure S11: Robustness of chaotic behavior observed to changes in phage death rate δ and total simulation time.
Simulations were performed for different values of δ as in Fig. S10. For each δ, simulations of 5 different lengths
were performed, for 9 different initial conditions. (For each of δ = 0.1 and 0.16, one initial condition led to a global
extinction event; these two simulations were therefore rerun with different initial conditions.) Panel a shows all results
for the dynamics pertaining at the end of the simulations, with each set of 9 replicates represented by a 3x3 grid. Light
green squares represent chaotic trajectories; purple squares represent oscillatory trajectories. Panels b-c show two
example trajectories, corresponding to the magenta and orange squares in panel a.
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Figure S12: Coexistence with random heterogeneous parameters. We simulated the Nc = 6 system, with 5 classes
each consisting of a single temperate strain, along with a single class c = 1 with an obligate lytic strain. Panel a shows
results wherein class c = 1 includes both an obligate lytic and a temperate strain; panel b shows results wherein class
c = 1 includes only an obligate lytic strain, with non-lysogenic bacteria L1 having induction rate γ = 0 and being
immune to infection by phage P1,0. Parameters f , k, b, γ, and α were all varied randomly and uniformly from the
values listed in Table S1 by between 1% and 50%. Parameters were varied heterogeneously and separately for each
phage, lysogen, and phage-lysogen interaction. The fraction of strains coexisting after 104 timesteps (i.e. ∼14,500
generations) is shown. Example simulations with random parameter variations of 15% are shown. Error bars represent
standard deviations across 10 trials.
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S2 More comprehensive model
The model considered in the main text is a natural simplification of a more comprehensive model including both
sensitive (i.e. non-lysogenic) bacteria and double lysogens. In this section, we discuss this more comprehensive
approach. Main qualitative results are unchanged between the models (Fig. S6).

This model is summarized in Fig. S1, which pictorally depicts the following set of equations:

κ =1−
(
S +

∑
c

Lc +
1

2

∑
c,c′

Dc,c′

)
/K,

dS

dt
=(αSκ− δb)S − kS

∑
c

Pc + r
∑
c

Lc,

dLcf

dt
=(ακ− δb)Lcf + kfSPcf − (γ + r)Lcf − kLcf

∑
c′ ̸=c

Pc′ + r
∑
c′

Dcf,c′ ,

dDcf,c′f ′

dt
=(αDκ− δb)Dcf,c′f ′ + kfLc′f ′Pcf + kf ′LcfPc′f ′

−Dcf,c′f ′

[
2(γ + r) + k

∑
c′′ ̸=c,c′

∑
f ′′

(1− f ′′)Pc′′f ′′

]
,

dPcf

dt
=bγ

(
Lcf +

∑
c′

Dcf,c′

)
+

Pcf

(
− k
[
S +

∑
c′

(Lc′ +
1

2

∑
c′′

Dc′,c′′)
]
− δ + kb (1− f)

[
S +

∑
c′ ̸=c

(Lc′ +
1

2

∑
c′′ ̸=c

Dc′,c′′)
])

,

(S3)

where we have defined a reversion rate r for a lysogen to lose a prophage (e.g. via mutation), a carrying capacity K
for bacteria (which implies an associated population-dependent growth-rate modification factor κ), a bacterial death
rate δb, and different growth rates αS , α, and αD for the sensitive bacteria S, single lysogens L, and double lysogens
D, respectively. The double lysogens are defined such that Dcf,c′f ′ is the population density of double lysogens
created by the infection of a sensitive bacterium by both Pcf and Pc′f ′ . Infection can occur in any order, such that
Dc,c′ = Dc′,c (and Dc,c = 0). As previously, we have omitted the subscript f to denote summing over the different
strains of a given immunity class.

For clarity, we will now describe the origin of each term in the equation for dD/dt. The first term represents the
growth and spontaneous death of double lysogens. Bacterial growth is logistic: the growth rate is reduced as bacteria
become more populous and is zero at the carrying capacity K. The second and third terms represent the creation
of double lysogens via the lysogeny of either of the two single lysogens. The fourth term represents the removal of
double lysogens from the population through various means, and is itself split into separate terms: removal due to
induction or reversion of either of the two lysogens; and removal due to infection and subsequent lysis by phage of a
separate immunity class.

We assume that lysogens incur a small growth rate penalty, setting αS = 1.05 and αD = 0.95 (with α = 1) [1].
We set the reversion rate r equal to the induction rate γ. Since reasonable values of the bacterial death rate δb are small
enough that this term is negligible compared to bacterial death due to phage predation, we set δb = 0. The results
of simulations of these full equations for different values of Nc, with K = 100 (simulating non-limiting nutrient
conditions), are shown in Fig. S6 (right panel). In these simulations, we set one immunity class to have both obligate
lytic and temperate strains, and the other Nc − 1 immunity classes to only have a single temperate strain.

We note that this more comprehensive model lacks the perfect memory of initial lysogen populations implicit in
the simplified model (equations (1)). This model yields the same qualitative results as our simplified main-text model
(Fig. S7).

To recover the main-text equations from equations (S3), we make three approximations. The first of these is
assuming that phage attempts to lysogenize a single lysogen result in the death of the phage rather than in the creation
of a double lysogen (just as equations (S3) make an analogous approximation that neglects triple lysogens). The
outcome of this approximation is that D = 0 for all strains, leading to the following set of equations (depicted in Fig.
S13):
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Figure S13: Overview of model including sensitive bacteria. A pictoral representation of the model described by
equations (S4). Phage of different immunity classes are represented by different colors.

κ =1−
(
S +

∑
c

Lc

)
/K,

dS

dt
=αSκS − kS

∑
c

Pc + r
∑
c

Lc,

dLcf

dt
=ακLcf + kfSPcf − (γ + r)Lcf − kLcf

∑
c′ ̸=c

Pc′ ,

dPcf

dt
=bγLcf + Pcf

(
− k
[
S +

∑
c′

Lc′

]
− δ + kb (1− f)

[
S +

∑
c′ ̸=c

Lc′

])
.

(S4)

Results of simulations of these equations can be seen in Fig. S6 (middle panel). This simplification yields the same
qualitative picture as the full model, with one major exception: in the full model (including double lysogens), Nc = 2
behaves like Nc = 1 in the single-lysogen model. In both cases, a single bacterial strain immune to all phage takes
over the bacterial population, and leads to the extinction of obligate lytic phage strains, while temperate strains survive
as a result of induction. Furthermore, Nc = 3 in the double-lysogen model behaves qualitatively like Nc = 2 in the
single-lysogen model: both sometimes show oscillatory or quasi-oscillatory behavior. Finally, Nc = 4 in the double-
lysogen model is qualitatively akin to Nc = 3 in the single-lysogen model: both display chaotic behavior. Thus, the
model system displays chaotic behavior when there are at least two more immunity classes than the maximum allowed
number of cohabiting prophage within lysogens. More generally, we find that the full model with Nc immunity classes
behaves similarly to the model disallowing double lysogens with Nc − 1 classes.

The other two approximations made to the full model to recover the main-text equations are to: 1) assume infinite
K (such that κ = 1), and 2) to set S = 0 (assuming zero reversion). Both are motivated by the results shown in
Fig. S6, which demonstrate that: 1) predation by phage limits bacterial populations, and 2) the population of sensitive
bacteria is negligible, especially for Nc > 2. As shown in Fig. S6 (left panel), these simplifications do not affect the
qualitative behavior of the system.
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S3 Finite lysis time model
In the main text, we considered a model wherein lysis is immediate. However, in nature, lysis typically occurs a time
τ following infection, where τ ≈ 2.5 bacterial generations [2]. We therefore sought to consider a model implementing
this time delay, and including a burst size of b = 170 (see Fig. S9). Following Ref. [3], we implemented a time delay
by 10 intermediate infected states; this intermediate state model leads phage to produce a burst typically a time τ after
infection (Fig. S14a). Defining Icf,c′f ′,l as the lth intermediate state resulting from lytic infection of lysogen Lcf by
phage Pc′f ′ , the resulting equations for this time delay model are:

κ =1−
(∑

c,f

Lcf +
∑

c,f,c′,f ′,l

Icf,c′f ′,l

)
/K,

dPcf

dt
=
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b
∑
c′f ′

Ic′f ′,cf,10 − Pcf

δ + k
∑
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∑
c′′f ′′l

Ic′f ′,c′′f ′′,l

 ,

dLcf

dt
=Lcf

ακ− γ − k
∑
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(1− f ′)Pc′f ′

+ k
∑
c′,f ′
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∑
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dt
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τ
+ kΘ(f ′ > 0)

∑
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Pc′f ′′

 ,

dIcf,c′f ′,l>1

dt
=
10

τ
(Icf,c′f ′,l−1 − Icf,c′f ′,l) ,

(S5)

where we have defined a carrying capacity K for bacteria (which implies an associated population-dependent growth
rate modifier κ), the Kronecker delta function δc,c′ which is unity if c = c′ and zero otherwise, and further define
the Heaviside theta function Θ(x > 0) to be unity if x > 0 and zero otherwise. The last terms in dLcf/dt and
dIcf,c′f ′,1/dt express a multiplicity-of-infection feature of this model. Since phage co-infection has been shown to
favor lysogeny over lysis [4, 5], in our model, when a phage infects the first intermediate state of a lytic infection
caused by a temperate phage of that same immunity class, that phage infection changes from the lytic pathway to the
lysogenic. As in the main text model, attempts to form a double lysogen lead to death of the infecting phage; therefore,
multiplicity of infection leads the infected bacterium to revert to its pre-infection lysogenic state. A phage infecting
any later intermediate state of a lytic infection has no effect on the bacterium, but results in loss of the phage.

A finite carrying capacity K is an essential feature of this time-delay model. Without a finite carrying capacity,
we find that the continued growth of phage for several generations after bacteria populations start decaying typically
leads to bacterial population collapse. A finite carrying capacity ensures that the amplitudes of the chaotic dynamics
do not grow too large.

A recapitulation of Fig. 2 using these time-delay equations, with b = 170 (see Section S1) and K = 0.2, is shown
in Fig. S8. We find that unlike in the main-text model, total lysogen population changes significantly as a function of
Nc. In order to maintain that each phage has an equal probability per unit time of infecting a cell at all Nc’s, we scale
infectivity k with the number of phage immunity classes Nc as k = 1/Nc; no such rescaling was necessary for our
main-text model (Fig. S14c-d).
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Figure S14: Details of finite lysis time model. a, Histogram of the time after infection leading to a burst of b = 170
phage. Vertical dashed line is at τ ≈ 2.5 bacterial generations. b, Ratio of population densities of phage and their
corresponding lysogens, as in Fig. S8c, but where phage and lysogen population densities are compared at the same
time, P (t)/L(t) (rather than P (t)/L(t − τ) which is shown in Fig. S8c). c,d The average total lysogen population
density is displayed as a function of Nc when infectivity k is either constant or scaled as 1/Nc. For ease of comparison,
lysogen population density is normalized by its average value at Nc = 3. Panel c shows results for the finite lysis time
model (equations (S5)); panel d shows results for the main-text model (equations (1)).
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S4 Chaotic behavior
Chaotic population trajectories are the predominant behavior found in the simplified model for Nc ≥ 2, though not
the only possibility: both a static fixed point and periodic oscillations sometimes occur. However, the latter have very
small basins of attraction. We did not observe convergence to a fixed point in any of our simulations, but the fixed
point can be solved for analytically. While simulations starting at the fixed point remain there, those that start even
1-5% away from it display chaotic behavior.

Some trajectories with Nc = 2 enter an oscillatory regime (as discussed above). We have also found some
trajectories with Nc = 3, with a single temperate strain of f = 0.2 in each immunity class, that converge to an
oscillatory regime after 104 − 105 generations. In this case, a sudden variation of 50% in the population densities
returns the system to the chaotic regime. We have never observed periodic oscillations upon introducing an obligate
lytic strain to these Nc = 3 simulations (Fig. S15a) nor do any of the trajectories in Fig. 2f show evidence of periodic
oscillations. Similarly, we never observed periodic oscillations upon introducing a fourth identical phage immunity
class (Fig. S15b), nor with Nc = 3 immunity classes where each strain has a different lysogeny fraction (Fig. S15c).

In Fig. S16, we show various return maps, plotting how each extremum in the total phage or total lysogen pop-
ulation density of an Nc = 2 system compares to the next extremum of that population density (using the Lorenz
system as a guide). The results display a fractal dimension of ∼ 1.3 as calculated using a box-counting algorithm [6],
consistent with chaotic dynamics.

Given that natural variations in environmental conditions would frequently induce variability into the system,
and given the natural heterogeneity among different phage populations, we do not expect periodic oscillations to be
biologically relevant for Nc > 2.

S5 Brief derivation of Eq. (3)

Here, we derive P ss
cf , the steady-state value of Pcf subject to the dynamics of Eq. (1). Specifically, we assume the

lysogen dynamics have reached steady state at a non-zero lysogen population Lcf . In this case, we have

α− γ = k
∑
c′ ̸=c

∑
f ′

(1− f ′)P ss
c′f ′ . (S6)

We consider the symmetric case in which all lysogeny fractions f ′ are equal and given by f ′ = f . Assuming
parameter symmetries, the steady-state values of the phage population densities will be equal for different immunity
classes, such that

∑
c′ ̸=c

∑
f ′ (1− f ′)P ss

c′f ′ = (1− f) (Nc − 1)P ss
cf , where Nc is the number of phage immunity

classes. We thus arrive at Eq. (3),

P ss
cf =

α− γ

k(Nc − 1)(1− f)
. (S7)
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Figure S15: Chaotic trajectories are typical. a, Simulation with Nc = 4 phage immunity classes, each with a
single temperate strain with lysogeny fraction f = 0.2. b, Simulation with Nc = 3 phage immunity classes, one of
which has two strains—one obligate lytic and one temperate (f = 0.2)— and two of which have a single temperate
strain (f = 0.2). c, Simulation with Nc = 3 phage immunity classes, each with a single temperate strain of different
lysogeny fractions.
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Figure S16: Return maps for an Nc = 2 system, using equations (1). a, Comparison of each maximum of total
phage population density to the next maximum. b, Comparison of each minimum of total phage population density
to the next minimum. c, Comparison of each minimum of total phage population density to the next maximum.
d, Comparison of each maximum of total phage population density to the next minimum. e, Comparison of each
maximum of total lysogen population density to the next maximum. f, Comparison of each minimum of total lysogen
population density to the next minimum. g, Comparison of each minimum of total lysogen population density to the
next maximum. h, Comparison of each maximum of total lysogen population density to the next minimum.
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